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Abstract-Conduction and advection heat transfer in the solid and liquid metal, respectively, the free 
surface flow of the liquid melt and its expulsion, the tracking of the solid-liquid and liquid-vapor interfaces 
with different thermc+physical properties in the two phases and the evolution of latent heat of fusion over 
a temperature range are mathematically modeled for the two-dimensional axisymmetric case in the transient 
development of a laser drilled hole where the impressed pressure and temperature on the melt surface is 
provided by a one-dimensional gas dynamics model. Significant improvement made to our earlier melting 
and solidification submodel is discussed that comprises a temperature transforming model on a fixed grid 
system. The resulting advection-diffusion equation’s compatibility with the present fluid flow simulation 
model is described. The mathematical formulation of the submodels and the numerical methodology is 

presented. 0 1997 Elsevier Science Ltd. 

1. INTRODUCTION 

Laser machining has become an accepted manu- 
facturing process nowadays in many industries which 
include automotive, aerospace, electronic, appliance 
and material processing [l-3]. However, a trial and 
error procedure is being followed in the manu- 
facturing process which translates to tremendous 
amounts of reworking costs and wastage. In order to 
gain control and increase the efficiency of the process, 
the modeling of the entire process needs to be under- 
taken. The laser processes are, it should be borne in 
mind, very intense, short lived and complex. Many 
process parameters such as pressure and temperature 
cannot be routinely measured and to isolate and study 
the effect of a particular variable is not possible. A 
computer model ba.sed on a numerical model evolved 
from underlying physical models in conjunction with 
the insights gained1 from experimental observations 
offers a cost effective design tool alternative that will 
help us gain precise control over many laser manu- 
facturing processes, in particular laser drilling. 
Towards realizing this objective and help industries, 
the first and primary step is to build these sound 

t Author to whom correspondence should be addressed. 

numerical models and this is precisely the reason why 
the literature is abundant with many numerical mod- 
els and to a lesser extent with analytical and theoretical 
ones. Some of these models which are relevant to 
our present work are listed in Table 1 which presents 
previous works undertaken by various investigators 
in the light of different distinct categories, namely the 
dimensionality of the problem, whether or not the 
energy is taken into account in addition to fluid flow, 
whether or not the free surface capability exists, 
whether or not vaporization and solidification (recast 
formation) are considered in the phase change model, 
the type of methodology adopted and finally whether 
or not experimental comparison exists. The last col- 
umn lists some of the key words associated with their 
work, for example, drilling velocity and drilling 
efficiency which were studies by Von Allmen [4] in his 
model. 

As one can see, there is no single model which takes 
into account all the processes, namely the free surface 
flow of the melt, multi-phase heat transfer, vapo- 
rization gas dynamics and the melting and sol- 
idification of the metal substrate, simultaneously in 
more than one dimension. The task of this paper is to 
describe one such numerical model with significant 
improvements made in the melting and solidification 
submodel. 
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NOMENCLATURE 

source term in the nonlinear energy f-4 v velocities [m/s] 
equation u*, v* dimensionless velocities 
specific heat [J/kg/K] ii relative velocity w.r.t. moving phase 
speed of sound [m/s] front 
coefficient of the nonlinear term in the ? velocity, w.r.t fixed reference frame 
temperature function equation (8) z axial coordinate 
[J/k&l Z* dimensionless axial coordinate. 
dimensionless specific heat 
ratio of specific heats 
direction unit vector 
characteristic length 
enthalpy [J/kg] 
volume of fluid function 
gravitational acceleration, 9.8 [m/s’] 
dimensionless gravitational 
acceleration 
intensity of laser beam [w/m’] 
thermal conductivity yW/m/K] 
ratio of thermal conductivities 
dimensionless thermal conductivity 
latent heat [J/kg] 
unit normal 
a large number 
pressure [N/m’] 
dimensionless pressure 
Prandtl number 
radial coordinate 
dimensionless radial coordinate 
specific gas constant [J/kg/K] 
coefficient in equation (8) [J/kg] 
dimensionless coefficient, 2? 
Stefan number 
time coordinate [s] 
dimensionless time coordinate 
temperature [K] 
temperature difference w.r.t melting 
temperature [K] 
dimensionless temperature difference 
melting or solidification temperature 
WI 

Greek symbols 
u thermal diffusivity [m’/s] 
6 semi phase change temperature 

interval, 6p [K] 
A change in quantity 
Y ratio of specific heats 
p dynamic viscosity 
V kinematic viscosity [m’/s] 
P density [kg/m31 
Cr surface tension coefficient [N/m] 
e* dimensionless surface tension 

coefficient. 

Subscripts 
abs absorbed 

: 
cold 
hot 

1 liquid phase 
Iv fixed reference frame 
m melt 
P pressure 
S solid phase, surface 
sl solid to liquid 
V vapor 
vap,O saturate state. 

Superscripts 
0 dimensional (temperature) 
* dimensionless (temperature) 
d difference. 

In our previous work [5], a direct computer simu- simplify the analysis (it is also a small percentage of 
lation technique was undertaken to understand both 
qualitatively and quantitatively the influence of fluid 
flow and heat transfer in the transient development of 
a laser drilled hole in a turbine airfoil material. The 
model also treated the laser melted pool surface as a 
free deformable surface. Melting and solidification [6] 
were modeled using a switch-on switch-off technique, 
i.e. when the calculated average cell temperature 
exceeds that of melting, the cell is switched on to a fluid 
cell. Solidification (recast formation) was modeled by 
switching off the fluid cell to a solid one, once the 
average cell temperature fell below that of melting. 
The latent heat of fusion was neglected in order to 

the overall heat content of the melt [7]). The purpose 
of this paper is to present a significantly improved 
laser drilling model with emphasis on the melting and 
solidification submodel, relaxing many assumptions 
that were made in the earlier model. It was assumed 
in our previous work that the properties k and cp were 
the same regardless of the phase. In the improved 
model there exists the option of specifying the actual 
properties in the two phases. It was also assumed 
before that the target material behaved like a pure 
substance with a single well defined melting tempera- 
ture. In the improved model, the melting can take 
place gradually over a temperature range that spans 
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LASER SEAM 
undisturbed air 

Disturbed air 

/ vaporization 1 

solid 

r 

Fig. 1. Schematic diagram of laser drilling process. 

the entire mushy zone typically exhibited by alloys 
and mixtures going through a phase change. Also, the 
latent heat of fusion is not neglected in the improved 
model. It was neglected by Chan et al. [7] in the inter- 
face energy balance based on a low value of latent 
heat of fusion [8]. 

A schematic of the laser drilling process is shown 
in Fig. 1. A laser beam is produced and directed 
towards a solid target material which absorbs a frac- 
tion of the incident light energy. Melting and then 
vaporization occurs which creates a back pressure on 
the liquid free surface which in turn pushes the melt 
away in the radial direction. Thus the material is 
removed by a combination of vaporization and liquid 
expulsion. There is a Knudson layer adjacent to the 
liquid-vapor interface which is only a few microns 
thick. On top of this layer, lie stacked in the vertical 
direction, the layers of vapor, disturbed air and undis- 
turbed quiescent air. 

The modeling of phase change problems in an 
engineering situation such as laser drilling can either 
be a strong numerical (or a classical) solution or a 
weak fixed grid solution [9, lo]. The former requires 
either a moving grid or an immobilization coordinate 
transformation whereas in the latter the solution is 
obtained on a fixed grid. In a weak temperature based 
method which starts from the enthalpy form of the 
energy equation [l 11, an equivalent specific heat which 
incorporates the latent heat of fusion is defined as a 
function of temperature [ 12, 131. This method does 
not impose any constraints on the time step or the 
grid size [ 14, 151. The latent heat release or absorption 
at the phase front in a system undergoing a phase- 
change can take plane at a single distinct temperature 
(for pure substances, isothermal) or over a tem- 
perature range (for mixtures or alloys, mushy-region). 

2. THEORETICAL DEVELOPMENT 

The governing differential equations are the con- 
servation of mass, momentum and energy in two- 

dimensional (2-D) polar coordinates. The energy 
equation is to be solved as an advection-diffusion 
equation that incorporates the phase-change via the 
temperature based equivalent heat capacity model 
[12]. This makes the energy equation nonlinear. The 
temperature field is obtained for a given fixed velocity 
field for a time step and therefore the energy equation 
will be discussed after discussing the continuity and 
momentum equations. 

2.1. Hydrodynamical equations 
The hydrodynamical equations are applicable in the 

melt region shown in Fig. 1. On the free surface where 
the laser beam impinges, a normal stress boundary 
condition is applied and at the solid-liquid interface, 
no-slip boundary conditions are enforced for the vel- 
ocity components. The liquid melt is driven radially by 
the impressed pressure gradient which varies spatially 
and temporally. The problem is assumed to be 2-D 
axisymmetric and accordingly the momentum and 
continuity equations are chosen 

(1) 

!%+u~+v@=P !?! 
[ 

ah I au u 

az P ar2 
+s+;-7 -‘* 

1 P ar 

;+ug+ug=!! e [ 
a% I au 

P ar2 
+s+;z -ip-g. I P aZ 

(2) 

Equations (1) and (2) are nondimensionalized by 
introducing the following nondimensionalized vari- 
ables : 

tu z*=Z Pr=J- ,*=I. 
d, PaI d; 

(3) 

where, g and o are the acceleration due to gravity 
and the surface tension coefficient (even though this 
coefficient does not explicitly appear in the governing 
differential equations, it has to be prescribed in the 
input data), respectively. The characteristic length, d,, 
is taken as the diameter of a typical laser beam and u, 
is the thermal diffusivity of the liquid melt. Pr is the 
ratio of momentum to thermal diffusivities. Sub- 
stituting equation (3) into equations (1) and (2) results 
(dropping of the asterisks) in the following set of 
nondimensional equations. 

;+;+;=o 
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au au au 
~+“Y&+D~=‘P ;:” 

[ 
“,p ;a,‘: 1 ap r,+,+--_U_- r2 i?r 

ay au au 2 2 

~+uay+v~=.Pr 
[ 

g+$+ig -g-g. 1 
(5) 

One of the special features employed in the simu- 
lation of the laser drilling process is the treatment of 
the melt surface as a free deformable surface. Special 
care is taken to preserve the sharp definition of the 
free boundaries. A volume of fluid (VOF) function, 
F, [16] is defined to’ be unity for a full fluid cell and 
zero for an empty cell. Standard finite difference 
approximations are inadequate to handle the volume 
of fluid function 17 which is a step function that 
requires a donor-acceptor flux approximation 
method to sustain free surfaces. Fmoves with the fluid 
and the time dependent motion of F is governed by 
the equation 

aF aF aF 
5 -tua, +vz = 0. (6) 

2.2. Energy equation 
The nondimensionalization for the variables r*, z*, 

u*, v* and t* are as defined before and the others are 
as given below [ 131 : 

To-To T* = 2 
T,!,-T; 

c* =$ 

The nondimensionalized equations become after 
dropping the superscripts 

a(m) + a(dr) + a(a) 
at ar aZ 

where 

-as a(d) + a(vs) - - B=-Ji+ ar aZ 1 

I 
Cd (T< -6T) 

C(T) = ;(l+cS,)+&T (-6T< T< 6T) 

1 (T> 679 I 

(9) 

WT+ & (T> 6T) 

(10) 

L 

K(T) = 

r K, (T < -6T) 

K 

I 
+ (1 -&)(T+6T) 

2bT (-6T< T< 6T) 

1 l (T> 6T) 

2.3. Gas dynamics 

I . (11) 

In this model the temperature is assumed to be 
continuous across the melt/vapor interface which is 
an extension of an earlier model by Von Allmen [4]. In 
a nonequilibrium situation, the melt surface properties 
are determined from the conservation of mass, 
momentum and energy fluxes across the melt/vapor 
interface, as shown in Fig. 2. Relative to fixed ref- 
erence frame, the velocity at which the melt surface 
moves will be denoted by $(” and the velocities of 
the melt and vapor will be denoted by ?,,, and ?,, 
respectively. In the arguments to follow, a local coor- 
dinate system which rides with the melt surface 
element will be constructed, with A defined to be the 
outward unit vector to the surface element. In the 
local moving frame the velocities of the melt and vapor 
leaving the melt surface will be denoted by ri, and d,. 
These velocities are related by 

d, = $m-iic” 2 2 d, = v, -v&. (12) 

Temperatures at the melt surface, in the vapor and in 
the melt will be denoted as T,, TV and T,,,, respectively. 
Assuming the temperature to be continuous across 
the melt/vapor interface and taking TV and T, to be 
very close to the melt surface gives T, = T,,, = T,. 

In the moving reference frame, the mass, the 
momentum and the energy balances across the 
melt/vapor interface may be written [ 171 as, 

p,i=i+p,d,@, *ii) = P”ii+p,d,(ii” -ii) (14) 

za~ii+L,p,e,-8+k01”1;fi = 0. (15) 

Equation (15) states the energy balance among the 
laser energy flux, evaporative flux and the conduction 
flux into the melt. Some studies in the literature indi- 
cate that the gas velocity leaving the surface is nearly 
sonic [l&l at the laser intensities typical of laser drill- 
ing. Thus, the assumptions that TV = T, near the 
melt/vapor interface and ideal gas behavior of the 
vapor lead to the approximation v, N c, = m, 
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Moving Coordinate System 

I 
Lb* d U” 

I 
t ’ Liquid-vapor Interface 

A 
A 

A 
“1” 

wn “v 
Fixed Reference 

Fig. 2. Boundary conditions for gas dynamics. 

where v, = li’,]. Since v, >> /iicy and pm >> py, equations 
(12) and (13) imply u, >> u,,, and u, N v,, leading to 

u,=JyRT,. (16) 

Previous calculations of the temperature gradient in 
the melt show that the tangential component along 
the melt/vapor interface is negligible compared to the 
normal component [ 191 and the approximation can be 
made that ri, (and thus ri,) is normal to the melt/vapor 
interface. Thus equations (13)-(15) can be written in 
one dimension as 

Pm4n = P&” 

Pm+P&H =PY+P”4 

(134 

(144 

Z~bs-Lvpmu,,,-k~= 0 W-4 

where Zabs is the rate of energy absorption, u, = Ii&l, 
u, = lit,]. The system of equations is completed using 
the ideal gas law 

pv = RpvTv 

and the Clausius/Clapeyron equation [20] 

(17) 

P(K) = pvap,O ev [$(i& - $)I. (18) 

Identifying the surface pressure to be used in the fluid 
calculations as being the pressure just below the 
melt/vapor surface (Pm = pJ, using T, = TV at the 
melt/vapor surface and with some algebraic manipu- 
lation it can be shown 

pvap,O exp [$(& - $)I (19) 

In practice, equation (19) is evaluated for two cases. 
At higher beam intensities (labs > 0.1 MW/cm*) heat 
conduction into the melt is small compared to the rate 
of energy absorption and the temperature gradient 
term aT/an may be neglected. In this limit T, and ps 
respond instantly to changes in Zabs. At lower beam 
intensities, the flow velocity of the vapor is small and 
neglecting u, in equation (15a) gives the approxi- 
mation aT/an = Z,,,/k. In both cases T, and ps are 
determined as functions of the absorbed beam inten- 
sity. 

2.4. Boundary conditions 
Proper boundary conditions have to be set at all 

mesh boundaries, surfaces of all internal obstacles and 
at the free surface. The placement of the field variables 
and the fictitious cells outside the fluid domain are 
shown in Fig. 3. At the mesh boundaries, a layer of 
fictitious cells surrounding the mesh is used to enforce 
different boundary conditions. The center line of the 
cylinder will act like a rigid-slip wall, hence the normal 
velocity must be zero and the tangential velocity 
should have no normal gradient, i.e. (setting i = 2 in 
Fig. 2). 

u,,j = 0.0 

V ,,, = v2,j for Vj. (20) 

If the same left boundary in the Fig. 2 is assumed to 
be a no-slip rigid wall, then the tangential velocity 
component at the wall should also be zero, i.e. (setting 
i = 2 in Fig. 2), 

u,,j = 0.0 

v,,j = -vl,l for Vj. (21) 

For the pressure and volume of fluid function F, the 
boundary conditions are 
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* Pictitious cells 1 Fluid/solid cells ) 

VOF 

Control volume 

Fig. 3. Placement of field variables and fictitious cell : the location of velocity components are the same for 
both the VOF (no temperature variable) and the control volume method (temperature variable at the center). 

PI.1 = P2.j 

F,,, = F2,j for Vj. (22) 

These conditions a:re imposed on the velocities to be 
computed from thg: momentum equations and also 
during the pressure iteration in the solution algorithm 
for volume of fluid .method (VOF). At the free surface 
boundary, a normal stress boundary condition is 
applied which takes into account the sum of the exter- 
nally impressed pressure as computed by the gas 
dynamics model and the one due to surface tension 
effect. The surface cell pressure though, is set equal to 
the value obtained by a linear interpolation between 
the impressed pressure on the surface and the pressure 
inside the fluid of t:he adjacent full fluid cell. 

Zero temperature gradient (insulated) boundary 
conditions are imposed on the left, right and the bot- 
tom boundaries. At the left boundary, for example, 

T,, = T2J for Vj. (23) 

These temperature boundary conditions are imposed 
for the solution o-F the advection-diffusion thermal 
energy equation. The free surface temperature bound- 
ary condition is set by constraining the temperature 
at the surface by thl: temperature computed by the gas 
dynamics model. Outside the range of the laser beam, 
however, the temperature is gradually decreased in an 
exponential manner to ambient temperature. 

For a sufficiently high absorbed laser beam, the 
boundary conditions for the melted pool are 

Z- = T, (i’T, t ; Ld 

at the liquitl-vapor interface (explicit) 

T= T,,, 

at the solid-liquid interface (implicit) (24) 

where T, is the temperature of melting and TV is 
the vaporization temperature which is a function of 
position, time and the absorbed laser intensity, i.e. 
the incoming laser beam intensity corrected for the 
orientation of the impinging surface. For the absorbed 
intensity range where the energy conducted into the 
material is more or less equal to the energy going into 
the latent heat of vaporization, the temperature at the 
melt/vapor interface is not known a priori and must 
be determined as part of the solution and therefore a 
natural boundary (Neumann) condition, namely, a 
temperature gradient boundary condition is applied 
which is calculated from the energy flux balance due 
to the incoming laser beam, heat conduction into the 
target and the latent heat of vaporization as given by 
equation (15). This type of boundary condition is 
called the Stefan boundary condition. In principle, a 
similar flux boundary condition should exist at the 
liquid-solid interface, but the temperature trans- 
forming model described here takes care of the bdun- 
dary condition at the liquid-solid interface in an 
implicit manner. As far as the initial conditions are 
concerned, the substrate is assumed to be at ambient 
temperature and to start the process the top layer cells 
are prescribed to be free surface liquid (melt) cells. 

2.5. Assumptions 
The assumptions for the laser drilling model com- 

prising the multi-phase heat transfer, fluid flow, vapo- 
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rization gas dynamics and the melting and sol- 
idification submodels are : 

(1) 

(2) 

(3) 

(4) 

(5) 

(6) 

The properties of the laser beam are invariant in 
the azimuthal direction and hence a 2-D axi- 
symmetric (pseudo 3-D) analysis is appropriate. 
The laser beam intensity is a Gaussian function 
of space and time and can have multiple peaks in 
time. 
The specific heat c and the thermal conductivity 
k are different in the liquid and solid phases but 
constant. The density is the same in both the 
phases, however. 
The vapor behaves as an ideal monotomic gas (in 
the gas dynamics model). 
The reflectivity of the target material near the 
vaporization temperature is zero. 
Incident laser energy is instantly converted into 
heat and temperature changes occur quickly com- 
pared to changes in hole geometry. 
There is no plasma formation, the vapor is 
optically thin (transparent) and the light scat- 
tering due to melt ejection is negligible. 

3. NUMERICAL METHODOLOGY 

The hydrodynamical equations (1) and (2) are to 
be solved in the melt region for the velocity com- 
ponents and the pressure using the VOF (volume of 
fluid) method which preserves the free surface. In the 
same time step, the velocity field thus obtained is to 
be used in the energy equation (8) to obtain the tem- 
perature field which implicitly contains the phase front 
as well (because of equations (9)-(11)). The method 
used here is the control volume finite difference 
method [2 11. The VOF method is also basically a finite 
difference method but for the donor-acceptor cell 
approximation that is required to handle the special 
function Fand sustain the free surface and hence there 
exists a compatibility between the two methods in 
terms of the computational grid. This forms the criti- 
cal link between the two, otherwise different meth- 
odologies enabling one to seek a temperature solution 
in a sequential fashion. 

3.1. VOF method (for the hydrodynamical equations) 
The VOF technique follows regions rather than 

boundaries through an Eulerian mesh of stationary 
cells. The boundary conditions are enforced by uti- 
lizing fictitious cells as explained in the previous 
section. The rules and the donor-acceptor flux 
approximation [ 161 used in this approach is shown in 
the Fig. 4. The value of F upstream and downstream 
of a flux boundary is used to establish a crude interface 
shape which is then used to compute the flux across 
the boundary. This method uses the pressure and the 
velocity as the primary dependent variables. A free 
surface cell is a cell that contains a nonzero value of 
F and has at least one neighboring cell that is empty. 
The donor cell and the central difference approxi- 

mations are combined into a single expression with a 
parameter that controls the relative amount of each. 
The velocities appearing in the field equations evalu- 
ated at the new n+ 1 time interval depend on the 
pressure in the momentum equation occurring at the 
same n + 1 time interval. The pressure iteration is car- 
ried out using the continuity equation not only until 
the implicit relationship for pressure and velocity is 
satisfied for all the fluid cells, but also in such a way 
that the pressures in all the free surface cells satisfy 
the applied surface pressure boundary condition fur- 
nished by the gas dynamics model. When the free 
surface boundary conditions are applied the con- 
servation of mass is enforced for the free surface cells. 
The surface tension effect is incorporated in two steps. 
First, the pressure due to the surface tension is cal- 
culated as the product of the local curvature in each 
boundary cell and the surface tension coefficient. The 
second step is to impose this pressure on all interfaces. 
Near the walls, adhesion effects are accounted for by 
specifying the contact angle. 

3.2. Control volume method (for the energy equation) 
The energy equation (8) is discretized using the 

control volume finite difference approach. This equa- 
tion is nonlinear due to equations (9)-( 11) and there- 
fore requires an iterative procedure for the solution. 
The velocity solution obtained on a fixed grid using 
the VOF method for each time step is used in the 
advection terms of the energy equation to obtain the 
temperature field on the same fixed grid. The location 
of temperature variables is at the center of the cell 
shown in Fig. 3 and the velocity components are 
located midway between the grid points on the control 
volume faces in a staggered fashion. It is important to 
observe that the location of placement of the velocity 
variables in the control volume method is the same as 
that for the VOF method, i.e. they are located on the 
faces of the control volumes. This compatibility is 
not surprising because, the marker and cell (MAC) 
method from which the VOF method was developed 
precedes the development of the control volume finite 
difference method. It is also important to note that the 
thermal conductivity at the interface will be evaluated 
using the harmonic mean and not the arithmetic mean. 
The free surface temperature boundary condition 
resulting from the gas dynamics model is applied on 
the free surface cell which is identified by the VOF 
function F. This boundary condition is applied along 
with the pressure boundary condition in the main 
routine (VOF algorithm) simply because temperature 
and pressure go together. This temperature boundary 
condition has to be communicated to the subroutine 
where the energy equation is solved. It is worth poin- 
ting out that the nonlinearity in the energy equation 
is entirely due to the incorporation of phase change 
capability as discussed earlier and not due to the pres- 
ence of the advection terms. The velocity field remains 
constant during the iteration for temperatures within 
a time step. 
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AD=A 

Fig. 4. Donor-acceptor flux approximation. 

AD=D 

AD=A 

The velocity correction at the solid-liquid interface 
can be accomplished by defining the kinematic vis- 
cosity to be a function of temperature [ 10, 131. 

(V,-N)(T-6T) 
v= V]f--- 

26T 
(-ST< T< 6T) 

1 N (T-e -6T) 1 

(25) 
where N takes a large value. Finite difference pro- 
cedures can handle large discontinuities in the 
diffusion coefficients and hence the method of gradu- 
ally increasing the kinematic viscosity is a practical 
one. The value of kinematic viscosity is set equal to 
the fluid viscosity in the liquid region and gradually 
increased through the mushy region to a large value 
in the solid region which suppresses the velocity. It 
is important to note here that the no-slip velocity 
boundary conditions are imposed implicitly at the 
solid-liquid interface in the same manner the interface 
is tracked and hence it is easy to implement into the 
solution algorithm. 

4. CLOSURE 

This generalized thermal laser drilling model is a 
significantly improved version of our previous model 
where the melting ,and solidification submodel used a 
crude switch-on switch-off technique. A robust tem- 
perature transforming model previously tested with 
experiments and analytical solutions using a fixed grid 
numerical methodology is ideally suited for an engin- 

solid-liquid phase front and the imposition of the no- 
slip velocity boundary condition at the same front is 
done in an implicit manner. This makes the implemen- 
tation procedure less cumbersome and less tedious. It 
is interesting to note, however, that the velocity field 
obtained by the VOF method and the temperature 
field obtained by the control volume finite difference 
approach are linked together on a fixed grid. 
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